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Abstract We study here an elliptic system. Using the L! theory for
elliptic operators, we prove existence of a solution by a fixed point technique.

Keywords : Nonlinear elliptic system, Schauder Theorem, L' data, Electro-
chemical modelling.

1 Introduction

While studying the modelling of an electrochemical engineering problem [7], [8],
we came across a coupled system between temperature and electrical potential.
One of the coupling terms arises from the ”Joule effect”, i.e. the production
of heat by electrical current. This term may be encountered in other physi-
cal problems, see for instance [5]. Here, in an attempt to prove existence of
the solution to the electrochemical problem, we study the following simplified
problem:

—div(o(z,u(z))Dé(z)) = [flz,u(z)), z €Q, (1)
é(z) = 0,z€dQ, (2)
—div(A(z, u(z))Du(z)) = o(z,u(z))Dé(x).De(x), z € Q, (3)
u(z) = 0,z€99, 4)
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where  is a bounded regular domain of RY, N € IN, N > 1, 9Q its boundary,
o, A and f are bounded functions from € x IR to IR, continuous with respect
to y € IR for a.e. z € 2, and measurable with respect to z € Q for any y € IR,
and such that:

Ja>0;a<o(.,y) and a < A(.,y),Vy € R, for a.e. z € Q. (5)
The aim of this work is to prove the following existence theorem:

Theorem 1 Under the above assumptions, there exists a solution (u, ) satis-
fying :
u € ﬂp<_W01p(Q) ¢ € HY(Q),
Ja(o( 2))Dé(x) Dy (x d"j—fn

Ja Mz, u(x)) Du(x) Do(x)dz = g o )) ( ). Dé(x)v(z)de,
Yv € Uq,>NW0 (Q)

Let us remark that, since for ¢ > N, Wy'%(Q) € C(Q,1R), all the terms in (6)
make sense.

The proof of this theorem is detailed in the following sections. We begin by
the construction of an operator for the application of Schauder’s fixed point
theorem. Note that, for other physical problems,; Clain [4] gives, with a slightly
different technique, existence results for parabolic problems.

2 Construction of the fixed point operator

For a given u € LY(Q), let ¢, € H}(Q) denote the unique solution (by Lax-
Milgram’s theorem) to the problem:

{ Oy € HO (Q) (7)
Jo(o(z, u(z))Déy(x)Dy(x)de = [, fz, u(z))y(z)de, Yo € Hi(Q);

denoting by g, the application: z € Q — o(z, u(x)) D¢y (z). Dy (x), we consider
next the following problem :

{ 'UEﬂp< x WiP(Q), @)

fﬂ 2))Dv(z)Dw(z)dz = fﬂ gu(z)w(z)dz,Yw € Uq>NW0 Q).

Since 0 € L>(Q x IR) and ¢, € H}(Q), we have g, € L*(Q). Hence there is no
”classical” variational formulation for this problem. We shall distinguish here
the cases N = 2 and N > 3. We shall prove in the following section Theorem 2
for N = 2, the existence part of which is due to Boccardo and Gallouét [3]. For
N > 2, we shall use the results of [1] (see Theorem 3).



Theorem 2 Let N = 2, and u € M(RQ), where M(Q) is the set of bounded
Radon measures (that is, the dual of C(Q,R) with its usual topology), let A =
(Xij)ij=1,..N such that X;; € L*™(Q), for alli,7 = 1,...,N, and such that
there emsts B > 0 such that B|¢|* < Ew 12 &G, for all € € RY, for a.c.

x € Q. Then there exists a unique function u such that:

1
u € My Wo (), ) (9)
Jo A(z)Du(x)Dp(z)de = [, e(x)du(x),YVe € Ups nWy4(Q).
Moreover, for any p < %, there exists Cp, € R4 depending on p, and Q
such that ||u||W01 p(ﬂ) < C ||,u||M(Q) (If p € LY(Q), i.e. there exists g € L1(Q)

such that [ o(x)du(z) = [, 9(x)p(x)dz, then ||p||s) = 9]l @)-)

For N > 2, the uniqueness part of Theorem 2 does not hold (see [10]). In the
case pt € L1(Q2), a uniqueness result can be obtained by adding some ”entropy
conditions” [1], as in Theorem 3 below.

Theorem 3 Let g € L'(Q), let A = (Xij)ij=1.. n such that );; € L=(Q),
for all i,j5 = 1,...,N, and such that there exists 3 > 0 such that B|¢]? <
Ef\fj:l Aij&&G, for all & € RY, for a.e. x € Q. Then there exists a unique
function u such that:

{ UEOP<%W01’Z)(Q), (10)

fﬂ A(z)Du(z)Dp(x)de = fﬂ g(z)p(z)de, Vo € Uq>NWO 1(Q),
and

Ll(Q) T (u) € Hg(Q),

fﬂ (z)Du(z)D(Ty (u — ))(x)de < [o 9(2)Tik(u — p)(z)dz,  (11)
Vo € C(Q),Vk € Ry,

where Ty(s) = max(—k, min(s, k)), s € IR.
Moreover, the application g — u is linear, and, for any p < %, there exists
Cp € Ry depending on p, B and Q such that ||u||W1,p(Q) < Cpllgllr-

0

Remark In fact, in [1], the coefficient A does not depend on z. However, this
is an easy generalization with the the above assumptions on A.

Remark In the case of a measure p (with g(z)dz replaced by du(z) in the right
hand sides of (10) and (11)), the above characterization is not a convenient way
to select a unique solution to (10), in particular, the right hand side of (11) is
not defined in this case. It is however possible to prove that the ”solution of
(10) obtained by approximation” is unique (see [6] and [9]).

Let u € L1(Q2), ¢, the solution to (7) and @ be the solution to problem (8) given
by theorems 2 and 3 (with g = ¢ = gu, Aij(2) = Az, u(2))é;;, and § = a).



Since u € ﬂp<%W01’p(Q), F :u v~ wis an application from L'(Q) into L*(£).
Hence, if we prove that F' is continuous and compact from L!(Q) into a ball of
LY(), Theorem 1 will be proven by Schauder’s theorem.

3 Proof of theorems 2 and 3

We begin with the case N = 2, i.e. Theorem 2. The existence of u satisfying
(9) was proven in [3]. In order to prove uniqueness, we shall prove that if v
satisfies:

{ vEN,. x WP(Q), 12)

fﬂ J:)Dv )Dp(x)dx = 0,YVp € Uq>NW01’q(Q),

then v = 0.
Indeed, let v satisfy (12). Let A* = (Aj;)ij=1...~, B C © be a measurable set
and ¥p solution to:

Yp € Hi(Q), (13)
Jo A*(2)DYp(2)De(x)de = [, o(z)de, Vo € HY(Q).
In fact, g is the variational solution to the Dirichlet problem :
div(A*(2)Dép(a) = lp(z),zEQ, (1)
Yp(z) =0, z € 0Q.

Using a regularity result of Meyers (see [2]), since 1p € L= (Q), there exists g > 2
(depending only on A, © and not on B) such that ¢p € Wol’q(Q). Therefore,
taking ¢ = ¥p in (12) (recall that N = 2) yields:

/ﬂA(.Z‘)D‘U(:L‘)Dd)B (x)dx =0 (15)

Since 7 = =45 < 2, we have v € I/V1 7 (Q) ; therefore, there exists (¢n)nenw C

CSO(Q,]R) such that ¢, — v as n — 400, in Wol’T(Q). Now, taking ¢ = ¢, in
(13) yields:

L <ww<w%@a—é%@w (16)

Letting n — 400, we obtain:

/ *(2)Dyp(z)Dv(x)dz = / v(a)de (17)
Q B

Using (15) yields fB z)dz = 0, and, since B is arbitrary, v = 0 a. e..

Hence we have shown that for any p € M(Q), there exists a unique u, solution to
(9). The application u — u, is clearly linear from M () into ﬁp<%W01’p(Q).



Moreover, it is proven in [3] that for any p < %, there exists ¢, depending
on p, # and Q such that if [|u||ar(q) < 1, then ||uu||W1,p(Q) < ¢p. Therefore, by
0

linearity, ||uu||W01,p(Q) < ¢pl|pllar(q)- This completes the proof of Theorem 2.

In the case N > 2, the method developped in [3] gives the existence of the
solution u to:

u e ﬂp<%W01’p(Q),
Jo A(z)Du(z)Dp(z)de = [, o(z)du(x), Ve € Ugsn Wy 4,

The solution to (18) is not unique (see [10]). However, in the case p = g with
g € LY(Q), the solution constructed in [3] also satisfies (see [1]):

(18)

ue L (Q) Ti(u) € HY(Q),Vk € Ry,

Ja(A@)Du(z) D(Ti(u — @))(x)dz < [ 9(2)Te(u— @)(z)dz, (19)
Vo € CP(2,R),Yk € Ry,

where Tj(s) = max(—k, min(s, k)),s € IR. This gives the existence part of
Theorem 3. Moreover, we still have (see [3]) :

Vp < %,EICP depending on p, # and Q such that ||u||p@) < 1=

||u||W01,p(Q) < ¢p, where u is a solution obtained by [3]. (20)

In fact, (19) implies (18), and the solution to (19) is unique [1]. This gives the
uniqueness part of Theorem 3. The linearity of the application g — u from
LY(Q) to ﬁp<%W01’p(Q), where u is the solution to (19), is a straightforward

consequence of the approximation technique used in [3] to construct the solution
o (18). Finally, the fact that ||ul[1.» < ¢pllg|l1, VP < %, where ¢, depends
0

on p, 5 and Q is a consequence of the linearity of the application and (20).

4 Proof of theorem 1

In order to prove that F' is continuous from L'(Q2) to L}(Q), we first show the
following lemma:

Lemma 1 Let (up)new C LY(Q) such that u, — u in LY(Q); let ¢y, € HL(Q)
be the solution to the following problem:

bu, E Hg(Q),
Ja(o(z, un(2)) Déu,, (x)Dp(x)dz = [, f(z, un(x))p(z)dz, (21)
Vo € HO(Q)
Then ¢, — ¢u in HY(Q) for the strong topology (recall that ¢, is the solution
to problem (7).).



Proof: Since f € L*(Q x R), from (21) we get that || D¢y, ||L2() < 11 £lloo
meaS(Q)%, where C' is the Poincaré constant. The sequence (&4, Jnew is there-
fore bounded in H}(Q2). Hence there exists a subsequence ((bunk)kelN which
converges to a limit, say ¢, in H}(2) for the weak topology.

Let us first show that ¢ = ¢,,. Since o(z,.) is a continuous function, there exists
a subsequence of (up, Jremv which, for the sake of simplicity, will still be denoted
by (un, ke, such that o(z, u,, (2)) — o(z, u(z)) for ae. € Q as k — +o0.
Hence, for ¢ € H}(Q), by Lebesgue’s theorem, o(., un,(.)) DY — o(., u(.))Dy
in L2(Q) for the strong topology, as k — +o0, so that :

fﬂ z, Un, (2 )quunk( z)Dy(z)dx — fﬂ o(z,u(z))D¢(x)Dy(x)de, (22)

as k — +oo.

Now, by definition of ¢y, :

Jo o(2,un, (2))Déu,, (2)Dip(x)dz = [o f(x,un,(x)) (x)dz.

Since f is bounded and continuous with respect to its second variable, we have,
for a subsequence of (u,, ke, (still denoted (un, Jpew):

/fmunk dm—>/f;bu (z)dx as k — +oo. (23)

Therefore, because of the uniqueness of the solution to problem (7), we obtain
¢ = ¢y. Note also that, by a classical argument, the whole sequence (¢y, Jnew
converges to ¢, in H}(Q) for the weak topology.

Let us now show that the sequence (¢y, )nen converges to qbu in H}(Q) for the
strong topology; to this purpose, we show that: I, = [, o(z, un(2))D(¢u, —
éu)(@)D(Pu, — du)(x)dx — 0 as n — +oo. Therefore, since I > «||Dgy, —
D(;SUH%Q(Q), Lemma 1 is proven.

The integral I, can be written as the sum of three terms: I,, = I} + I2 + I3,
with:

1= [ o@ @) Do (3D, (), (24)
I = —2/Q o(z, un(2)) Do, (2)Ddy (z)dz, (25)
B = /ﬂa(m,un(m))quu(x)quu(:v)d:b; (26)
Since I} = [;, f(2,un(2))du, (2)dz, I} — [ (2, u(2))du(z)dz as n — +oc.

Using the same arguments as in the proof of (22) 1t is easy to show that:

2 — —Q/QU(:L‘,U(:L‘))quU( VD¢ (x)dx, as n — 400,



so that: I2 — —2 Jo f(2,u(x))¢u(2)dx. Finally, by continuity of ¢ with respect
to the second variable, there exists a subsequence (ng)remw such that: Isk —
fﬂ f(z,u(x))éy(x)dx as k — 4o00. Therefore, by a classical argument, the whole
sequence I3 tends to [, f(z,u(z))dy(z)dx as n — +oco. Therefore, I, — 0 as
n — 400, so that (¢y, Jnew converges to ¢, in H}(Q2) for the strong topology.
The proof of Lemma 1 is now complete.

In order to prove Theorem 1, let (up)new C LY(Q) such that w, — u in
LY(Q) as n — +oo, we shall now prove that @, = F(u,) — ¥ = F(u) in
LY(Q). Thanks to lemma 1, we may construct a subsequence (un, )ren such
that o(z, un,(z)) — o(z, u(z)), Doy, (z) — Doy(z) for a.e z € Q, as k — +o0
and (@, un, (2))Dou,, (£)Ddy,, (z) < p(z) for ae. z € Q, where ¢ is some
function of L!(Q). Therefore, by Lebesque’s theorem, Jun, — Gu in LY(Q), as
k — 4o, and, by a classical argument, g,, — g, in L}(Q), as n — +o0.

From theorems 2 and 3, we know that (%, )nen is bounded in W, *(Q), Vp <

%. Hence there exist a subsequence (up,)renw and w € ﬂp<% Wolyp(Q)
such that:

Up, — U a.e., Uy, — W a.e., Gun, — Ju A€,

|gu,, | < F ae,Vk €N, with F € L'(Q),

N
Du,, — Dw in L?(Q) for the weak topology Vp < I

Let ¢ € Wol’q(Q), q > N; by definition of u,,
[ Mo (@)D D@t = [ g, ()l

therefore, since ¢ € L*®(Q) and qﬂ—l < %, by the dominated convergence
theorem,

AA(m,u(r))Dw(r)Dgo(m)dr:/ﬂgu(x)go(x)da:.

In the case N = 2, by Theorem 2, this is sufficient to prove that w = u and that
the whole sequence (Up)nen converges to @ (in Wol’p(Q) for the weak topology,
for all p < %)) Hence, thanks to the compactness of the injection of W11(Q)
in L1(Q), F is continuous (and compact) from L*(Q) to L1(Q).

In the case N > 2, we still have to prove that w satisfies the entropy inequalities
(11) in order to write that w = w.

Let m € IRy, from [3], we have || DT, (%,)||3 < 2||gu, |1, so that the sequence
(T (Un))nen is bounded in HE(Q2). Hence Ty, (Un, ) — Tm(w) in H(2) for the
weak topology, for all m € IR4. Now, by definition of u,,

{ S M@, 4 (2)) Lz, — o1 <m) Dl (2) DT, — 9)(2)da <

Jo Gumy (2)Ton (T, — 9)(2)dz, ¥ € C2(@), Vm e Ry, D)



For given ¢ € C°(Q) and m € Ry, taking M > m + ||¢||co, (27) yields :

Ja M, un, (2)1ja,., —ol<m) D(Tar (Tn, ) (@) D(Tar (T, ) ) (2)da—
Ja M@, un, (2) )1{|unk ol<m} D(Ta1 (@n,))(2) Dgp(z)dz < (28)
Ja 9un, (2) T (Uny, — ¢)(z)de.

Since gu,, — gu a-e., |gu,, | < F with I € LY(Q), and ¥, — w a.e., the right
hand side of (28) tends to [, gu(2) T (w—p)(= )dl as k — +oo, while the second
term of the left hand side of (28) tends to fﬂ z,u(x)) 1jw-p|<m} DT (w))(x)
De(z)dz. Now remark that the first term of the left hand side of (28) can be

written || fn,||% with f, = (/\(., un)) ’ g, —o|<m}yD(Tar (Wn)); since fr, — f =

()\(., u)) 51{|w_¢|gm}D(TM(w)) in L%(Q) for the weak topology, as k — o0,
we have || f|l2 < liminfy 4o || fai |2, so that, finally:

[ M umaem DD = ) < [ 0.0 - )e)ds.

Hence w = u, and the whole sequence (U )nemw converges to @ (in Wol’p(Q) for
the weak topology, for all p < %) Therefore, thanks to the compactness of
the injection of WH(Q) in L1(Q), F is continuous and compact from L(Q)
into L1(Q).

Now, in order to complete the proof of Theorem 1, we remark that, since ¢, si
bounded in H(R), g, is bounded in L}(Q) independently of u € L}(Q). Hence,
since theorems 2 and 3 give that ||H||W01,p(m < Cyllgullzi(ny, we have, for some
R >0, F(LYQ)) C B(0, R), where B(0, R) is the ball of L1(Q), of radius R.

Therefore, we may apply Schauder’s theorem so that Theorem 1 is proven.

Aknowledgment The authors would like to thank Stéphane Clain for his useful
remarks.

References

[1] P. Bénilan, L. Boccardo, T. Gallouét, R. Gariépy, M. Pierre et J.L. Vasquez,
An LY(Q) theory of existence and uniqueness of solutions of nonlinear elliptic
equations, submitted.

[2] A. Bensoussan, J.L. Lions, G. Papanicolaou, Asymptotic analysis for peri-
odic structures, North Holland, 1978.

[3] L. Boccardo and T. Gallouét, Nonlinear elliptic and parabolic equations
involving measure data, J. Funct. Anal., 87, 1, 149-169, 1989.



[4] S. Clain, Etude mathématique et numérique de processus de chauffage par
induction, Doctoral Thesis, Ecole Polytechnique Fédérale de Lausanne (in
preparation).

[5] S. Clain, J. Rappaz, M. Swierkosz and R. Touzani, Numerical modelling of
induction heating for two-dimentional geometries, to appear in M3AS.

[6] A. Dall’Aglio, Alcuni problemi relativa alla H-convergenza di equazioni el-
littiche e paraboliche quasilineari, Doctoral Thesis, Rome, 1992.

[7] J.R. Ferguson, J.M. Fiard and R. Herbin, A Two-Dimensional Simulation
of a Solid Oxide Fuel Cell, International Energy Agency Workshop: Fun-
damental Barriers to SOFC Performance, Lausanne, Switzerland, August

1992.

[8] J.M. Fiard and R. Herbin, Comparison between finite volume and finite
element methods for an elliptic system arising in electrochemical engineering,
to appear in Comput. Meths. Appl. Mech. Engin..

[9] P.L. Lions and F. Murat, personal communication.

[10] J. Serrin, Pathological solutions of elliptic differential equations, Ann.

Scuola Norm. Pisa, vol. 18, 385-387, 1964.



